Mode delocalization in 1D photonic crystal lasers
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Abstract: We have investigated the formation of in-bandgap delocalized modes due to random lattice disorder as determined from the longitudinal mode spacing in a distributed Bragg laser. We were able to measure the penetration depth, and from transfer matrix simulations, determine how the localization length is altered for disordered lattices. Transfer matrix simulations and studies of the ensemble average were able to connect the gap delocalized modes to localized modes outside of the gap as expected from consideration of Anderson localization, as well as identify the controlling parameters.
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1. Introduction

Anderson localization is a concept in the physics of solids dealing, for example, with a transition from metal to insulator due to multiple scattering of electronic wave functions from random disorder in an otherwise periodic potential resulting from interference of locally scattered waves [1]. The analogous, photon localization in disordered photonic crystals (PhC) has also received considerable theoretical attention during the last decade [2–4]. Early microwave measurements demonstrated photon localization in a disordered system [5, 6]. A number of experiments on photon localization have been carried out on 2 or 3 dimensional systems [5–10]. Observation of both weak [7, 11] and strong photon localization [9] have been found in coherent back scattering experiments. Localization in random media have found application in the study of random lasers [12, 13].

In one dimension (1D), Anderson localization has been studied in electrons, matter waves [14], photons [8], and acoustic waves [15]. In a perfectly periodic dielectric material in 1D PhC, a reflection band appears as a photonic bandgap. Within the bandgap, light is localized as coherent reflection attenuates the light penetrating the structure [3, 7]. Defects in a PhC structure lead to localized defect modes within the bandgap [16]. In contrast, theory and simulations have predicted that a loss of coherent reflection in disordered structures resulting in delocalization of the optical mode as is penetrates the PhC structure [17, 18].

In this work, we study Anderson localization in the case of a 1D disordered lattice by studying the phase delay associated with the longitudinal mode separation in a polymer distributed Bragg laser [19]. We have confirmed that, indeed, the optical mode in the Bragg mirrors becomes delocalized in the presence of disorder, and we were able to quantify the corresponding delocalization. Through transfer matrix theory and simulations, we were able to study this delocalized mode and its connection to Anderson localization outside of the bandgap in keeping with Pendry’s analysis [4]. We are able to observe agreement between transfer matrix theory and experiment for disorder induced delocalization within the bandgap by studying the phase delay of the reflected wave. We were also able to quantify the disorder induced localization outside of the bandgap by studying the transmission spectrum of the Bragg mirrors, and to theoretically identify three parameters that control the localization in such reflectors.

2. Experiment

Recently, we reported on all-polymer surface emitting distributed Bragg reflector lasers fabricated using a roll-to-roll compatible melt process [19]. In addition to their fundamental interest, such reflectors are of interest as they may find practical application in low cost photonic devices. The lasers are produced from two 128-layer (i.e. 64 bilayers each) co-
extruded polymer films and a polymer core layers containing laser dyes sandwiched between the Bragg reflectors. The polymers used to make multilayer Bragg mirrors were poly(methyl methacrylate) (PMMA, $n = 1.49$) and polystyrene ($n = 1.585$). The core layer consists of Rhodamine 6G dye doped into a 30/70 blend of PMMA and poly(vinylidene fluoride-co-hexafluoropropylene) with a refractive index of 1.40. The core films were fabricated in various thicknesses with a dye concentration of $5.4 \times 10^{-3}$M.

The layer thicknesses comprising the polymer Bragg mirrors were measured using atomic force microscopy (AFM) of the cross section, with a typical cross section shown in Fig. 1(a). Even though the multilayer film has considerable thickness fluctuations (Fig. 1b), it exhibits a clear reflection band as shown in Fig. 2a or Fig. 3a (the difference in these two figures is that there dye absorption centered at around 525nm contributes in Fig. 2a, but not 3a.) These fluctuations occur due to the co-extrusion process, where layer multiplication is used to make the large number of layers [20]. The viscosities of the two melted polymer fluids were well matched by controlling their temperature. However, remaining rheological differences, edge effects during melt spreading in the layer-multiplication dies, and path-length differences in the dies create fluctuations in the layer thickness [21].

The output longitudinal modes from the samples were carefully recorded using an image intensified CCD spectrometer, with an example given in Fig. 2(a). The optical setup and pump laser were described in ref [19]. For various core thicknesses, we observed different modes, which were determined by the round trip time as related to the length of the cavity ($L_{\text{eff}}$).

$$\frac{\lambda_0^2}{\Delta \lambda} = 2n_{\text{eff}} L_{\text{eff}}$$  \hspace{1cm} (1)

The effective cavity length comprises the optical length (thickness) of the core layer, but also includes the penetration of the mode into the reflective Bragg structures.

$$L_{\text{eff}} = L_{\text{core}} + 2L_p$$  \hspace{1cm} (2)

where $L_p$ is the penetration length. Figure 2(b) is a plot of the mode spacing versus core thickness. Fitting using Eq. (1) and (2), we found the average $L_p$ is $4.8 \pm 0.3 \mu m$ with $n_{\text{eff}} =$
1.39±0.04 in reasonable agreement with the core refractive index of 1.43 especially considering that the core layer contribution to the effective index varies with core thickness as well. Since the thickness of the 128-layer film is approximately 10.8µm, significant penetration of the mode into each Bragg mirror is apparent.

3. Simulation and discussion

Light penetration into mirrors has been previously described [22, 23]. The penetration depth is related to the phase dispersion and to the reflection delay. The former relationship can be written as [24]

\[
L_p = \frac{\partial \Delta \varphi}{2\partial k} = -\frac{\lambda^2}{4\pi n} \frac{\partial \Delta \varphi}{\partial \lambda}
\]

(3)

where \(\Delta \varphi\) is the phase between the reflected and incident wave. The latter relationship is rather complicated, since in a periodic structure, the phase shift of the reflected wave is based on the superposition of the waves reflected from all the interfaces. However, the delay can be calculated by considering a complex transfer matrix calculation [25]. Calculations were carried out both by assuming a perfectly periodic structure as well as using the actual layer thicknesses as determined from the image in Fig. 1(a). The results are given in Fig. 3. Figure 3(a) depicts the transmission spectrum as calculated for the perfect and “real” films. Regardless of the absorption of the dye molecule in Fig. 2(a), the spectrum in Fig. 3(a) agrees only qualitatively with the measured transmission spectrum in Fig. 2(a) due to variation of the layer thicknesses across the surface of the film and our inability to measure the thickness at the exact spot where the lasing experiments were carried out. Thus, the cross section depicted in Fig. 1a is not the actual laser mirror area, merely taken from the same film. Figure 3(b) and 3(c) depict the penetration lengths calculated using Eq. (3) and the reflectance spectra for a perfect and the “real” film. It is seen that the penetration length in the mid-bandgap region for the perfect film is less than 1 µm while for the “real” film it is between 3 and 4 µm. Clearly the “real” film calculation is much closer to the value from the measured data, and considering the surface variation, is in reasonable agreement. Note should be made here that outside the bandgap, where the reflection is weak, Eq. (3) is invalid simply because the phase of the reflected wave is not the only factor that determines the penetration.

Outside the bandgap, Anderson localization will occur because of the presence of disorder. Pendry has reviewed how the localization length is related to the transmittance, \(l_{loc} = -L\ln T\) showing that Anderson localization leads to delocalized modes in the bandgap and localized modes outside [4]. Here \(L\) is the size of the system and \(T\) is the transmittance, which can be measured or calculated using the transfer matrix method for any chosen realization of a random system.

Since our measurement was based on many different films, it is suitable to study the large ensemble average. Pendry indicated how to relate the average of the inverse transmittance to a \(3\times3\) matrix \(<X^{(2)}>>\), which is the average of the symmetric direct product of the transfer matrix with itself. One of the components of the product of \(N\) such average transfer matrices is the average inverse transmittance for a stack of \(N\) bilayers. For sufficiently large \(N\) all components of this product are dominated by the eigenvalue of this matrix having the largest absolute value, as well as its eigenvector. In consequence a definition of the localization length can be taken to be, \(l_{loc} = P/t\), where \(P\) is the (average) period of the system or average bilayer thickness and \(t = \ln\left(\gamma^{(2)}_{max}\right)\) where \(\gamma^{(2)}_{max}\) is the eigenvalue of \(<X^{(2)}>\) for which \(t\) has the largest real part.
The matrix \( <X^{(2s)}> \), assuming that layers have equal average and these thicknesses have small, independently distributed Gaussian variations in layer thickness \( x \) so that \( \langle x \rangle = \bar{x} \) and \( \left( x - \bar{x} \right)^2 = \sigma^2 \), was calculated from the ordinary transfer matrix for dielectric layers using \( \langle \exp(i k x) \rangle = \exp(i k \bar{x}) \exp(-\sigma^2 k^2 / 2) \). The determinental equation for the eigenvalue was calculated using Mathematica. Assuming that \( a = (n_1 - n_2) / (n_1 + n_2) \), the difference between the indices of the two layers divided by their sum, is small and \( \lambda \ll P/a \), expansion of this equation for small \( t \), and \( a \) shows results in [26]

\[
\left( 1+\frac{1}{8} \left( p^2 - k^2 \right) \right) r^3 + s \left( 2 - \frac{1}{2} k^2 \right) r^2 + t \left( k^2 - p^2 \right) - k^2 s = 0. \tag{4}
\]

In writing the equation in this form we identified the critical physical parameters, \( \kappa = 2a \sin(nP/2\lambda) + O\left(a^2\right) \) which is related to the localization length of the perfect PhC and \( s = 1 - \exp(-8 (\pi \sigma n / \lambda)^2) + O\left(a^2\right) \), characterizing the disorder, and \( p = \sin(\pi nP/\lambda) \) characterizing the difference between the wavelength and the wavelength at the center of the band gap of the perfect PhC. In this limit the localization behavior can be deduced from this cubic equation with the \( t' \) term giving the band gap of the perfect PhC, the \( r' \) term giving the decrease due to the decreased coherence of reflection, and the constant term giving the scattering that results in localization outside the gap. Similar (but algebraically more complex) equations can be deduced with more general assumptions.

In Fig. 1b, the statistics on the multilayer film cross section gives \( \sigma = 0.22 \bar{x} \). The inverse localization length (e.g. \( t/2 \)) of a perfect and real film as calculated from Eq. (4) is given in Fig. 3(d). This figure clearly depicts both the increased localization outside of the gap and the delocalization inside the gap. Note that significant enhanced localization is observed only over a limited region near each band edge.

We can also examine the intensity distribution throughout the layers. Assuming the light is incident from the left. Figure 4 depicts the results of our numerical transfer matrix calculations on a perfect film (Fig. 4a), and a specific realization of a disordered film (Fig. 4b). In Fig. 4(a), intense bands near the band edge can be easily seen reflecting the enhanced density of photonic states at the band-edge. In Fig. 4(b), the large intensity regions (red spots) are seen to be more localized, reflecting Anderson localization. The appearance of the localized fields outside of the gap is consistent with the results depicted in Fig. 3(d), except that in Fig. 3(d) average values are given. This is more clearly verified in Fig. 4(c) as photon localization is enhanced in the presence of disorder, which is shown in the figure by narrowed peaks. Inside the reflection band, the decay is non-exponential as would be generally expected in a disordered system as, shown in Fig. 4(d). The mode penetrates further and thus is less
localized, which is also consistent with conclusion drawn from Fig. 3(d). The phase delay calculated from the laser modes includes the phase accumulated over the nonexponential section beyond layer 60 in Fig. 4(d).

![Fig. 4. Transfer matrix calculations of the intensity distribution in a (a) “perfect” 128 layer film, and (b) the “real” disordered 128 layer film. Part (c) plots the intensity against the position outside the band gap. Solid curves: perfect structure; dashed curves: real film with disorder; black curves for wavelength $\lambda_2$ denoted in (b); blue curves: at wavelength $\lambda_1$. Part (d) plots the exponential decay (perfect film, solid line) non-exponential decay(real film, dashed curve) behavior of the intensity inside band gap ($\lambda_3$).]

Thus, we have found both experimentally and theoretically that the disorder introduced into the periodic structure causes the penetration depth to increase well inside the bandgap of the corresponding perfect mirror. We note that the penetration into the layers within the reflection band as deduced from the phase delay reflected in the longitudinal mode spacing has, qualitatively, the same trend as photon delocalization/localization as determined by the energy distribution derived from two types of transfer matrix calculations. The details of this calculation and the relationship between them will be described in a later publication [26].

4. Conclusion

In summary, our observation of delocalization using longitudinal modes in a laser which we have related to Anderson localization in disordered 1D PhCs opens a new experimental path to study and measure Anderson localization in disordered media. The internal photo-luminescence and amplified luminescence is a way of injecting photons into the structure and examining localization. The disorder decreases the coherent reflections well inside the band gap of the perfect mirror but localizes light close to the band edge. The enlargement of the effective penetration depth calculated by phase dispersion is the result of photon delocalization inside the bandgap when disorder is introduced into the 1D system. Our theoretical treatment has also revealed the parameters that characterize a somewhat random PhC.
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